Camera calibration using the method of Two Planes is discussed. An implementation of the technique is described that may be performed in situ, e.g., in a hazardous or contaminated environment, thus eliminating the need for decontamination of camera systems before recalibration. Companion analysis techniques useful for verifying the correctness of the calibration are presented.

The potential for risk to operators is high when hazardous waste generated from environmental restoration and waste management activities is handled and processed. There exist two current options to alleviate the hazard to operators. Operators can dress in Class "C" fully encapsulated suits, or they can process the material in a containment system. The cost of using operators in encapsulated suits is prohibitive; therefore, this option is suitable only for nonroutine operations or situations where containment systems are impractical. Encapsulated suits are often used for waste-site characterization, emergencies involving hazardous materials, and nonroutine maintenance. Operation in a containment system is the most cost-effective and safe option; thus, the Waste Processing Operations area of the Office of Technology Development, Robotics Technology Development Program is focusing on the development of remote automated systems for chemical and physical processing of waste materials. The goal is to improve productivity, reduce wastes, and minimize operator hazards.

Currently, three subtasks support the development of an automated glovebox containment system: the integration of a new IBM controller with the IBM manipulator mechanical and electrical systems already installed in a glovebox testbed at Lawrence Livermore National Laboratory, the integration of interactive control technologies with the new controller, and the development and integration of an object-scanning system. Researchers at Oak Ridge National Laboratory (ORNL) have developed the Surface Characterization and Object Pose Equipment (SCOPE) in support of the object scanning subtask. SCOPE uses the method of structured lighting (S. W. Holland, L. Rossol, and M. R. Ward, 1978) to measure surface roughness and to determine an object’s position and orientation.

This paper describes an in situ camera calibration technique and two companion analysis techniques for verifying the camera model. The in situ calibration and

analyses are useful mechanisms for applications involving hazardous materials via the elimination of the need for decontamination prior to recalibration. These efforts represent a portion of the first developmental phase of SCOPE.

CAMERA CALIBRATION

The purpose of camera calibration (K. S. Fu, et al., 1987) is to determine the precise direction of incoming illumination associated with each image pixel. The result of such a calibration is a model of the perspective effects and the distortions introduced by the camera. A description of the camera model, its use, and the calibration process follows.

Many factors affect the camera model, lens distortion is the most significant (G-Q. Wei, and S. De Ma, 1991). Other effects arise from the lack of a precise alignment between the camera’s image array and the optical axis. The geometry relating the camera mount to the image array must also be modeled. Another effect necessitating camera calibration occurs during the digitization process of an image. The effects of all these factors are modeled during the camera-calibration procedure. Hence, because the changeout of many different components can affect camera calibration, the in situ approach presented herein reduces downtime of the SCOPE sensor.

The method of Two Planes has been used to find the camera model (A. Isaguirre, P. Pu, and J. Summer, 1985). This technique proved to be very effective in recent surface mapping done at ORNL (B. L. Burks, et al. 1991; B. L. Burks, et al., 1992; B. K. P. Horn, 1984). Technique establishes the relationship between image coordinates and the three-dimensional world coordinates of a calibration target. This relationship is referred to as a camera model, and a minimum of two such models are required for two distinct targets. Once the models have been found, the direction to an illumination source can be determined. Figure 1 describes the use of the camera models. Source is an illumination source at some unknown distance away from the camera. The direction to Source is described by using points on the planes W1 and W2. The direction to the source is found by first determining the image coordinate corresponding to the center of Source’s illumination pattern. This point is labeled Centroid in Fig. 1. Having isolated this point of interest in the image, the camera models L1 and L2 are then used to map the image coordinate onto each of the two planes. Note, as Fig. 1 shows, the actual source of illumination is not located on either calibration plane.

Figure 2 shows that points along the sighting vector F can be represented in parametric form by

\[ F = S + tS, \]

where \( t \) is an arbitrary scalar. The position of \( F \) is with respect to the camera frame \( C \) because the points on planes \( W1 \) and \( W2 \) are defined with respect to the \( C \). This representation of points along the sighting vector is very useful for the ranging calculations that are required when using structured light. Here, three-dimensional range points are found by solving for the intersection of a sighting vector with a plane of laser illumination.

An attractive feature of the method of Two Planes is the ability to calibrate a camera over a wide range of distances. This is achieved by using multiple calibration planes \( W1 \) to \( Wn \). The planes are located at a variety of standoff distances from the camera which span the needed range. When measurements are required at a particular distance, the two planes closest to this range may then be used. This method tends to reduce errors that would otherwise propagate when a sighting vector is extended well beyond its point of origin.

The first step in finding the camera models is to locate a calibration target at known positions with respect to the camera. To date, a mylar sheet with dark circles
Fig. 2. Sighting vector determination. $C$ is the reference frame attached to the camera. $S$ is a vector in the direction of the illumination source. $S1$ and $S2$ are points of intersection between planes $W1$ and $W2$, respectively, and the ray of illumination from $Source$. $F$ is an arbitrary point along the sighting vector.

has been used for the calibration target along with coarse positioning equipment to locate the camera. This proved to be effective for developing the calibration and analysis software. Camera calibration in the final version of SCOPE will be accomplished in situ. The calibration procedure will consist of placing the SCOPE sensor platform onto precision mounts on a calibration jig. The jig will contain a calibration target made from optical breadboard. The breadboard will be illuminated from below and will be outfitted with a translucent platform sheet on its top surface. Its location with respect to the sensor platform will be adjustable using precision offsets. This arrangement will provide a grid of light spots at precisely known locations. Figure 3 describes the major components of the calibration jig.

The second step in finding a camera model is to capture an image of the calibration target and then to determine the image coordinate of the centroid of each light spot (or circle) seen on the target. Because of the slight flicker that is often present in lighting equipment and because of random variations in the pixel intensity of digitized images (B. K. P. Horn, 1984), multiple images were captured and averaged. Each light spot is segmented in the image by forming a binary image and then performing a connected component analysis (B. K. P. Horn, 1984). Once each light spot has been isolated, the centroids are found using a gray-scale weighting. This procedure involves first finding typical gray-level values in the interior of each light spot and in the background. A truncated error function is then defined that maps gray-scale values to the probability of a pixel belonging to a light spot. The error function is found by numerically integrating a Gaussian function that had been defined such that the typical background and typical light spot gray levels are three standard deviations away from the mean. This yields ~99% confidence in membership for these typical values. By performing the weighted centroid calculation, one can find the location of each light spot more precisely than via simple binary methods. Centroid positions were compared using each method, and an average shift of ~13% was observed.

Because multiple pixels are averaged together to find a light spot centroid, the uncertainty associated with the location of the centroid is lower than that of each pixel. Specifically, the standard deviation of the sum of $M$ pixel locations is reduced by (K. S. Fu, et al., 1987) $1 / \sqrt{M}$.

Unfortunately, not all $M$ pixels are statistically significant in the centroid calculation. This can be seen by considering the diagram in Fig. 4. When the centroid of the circle is displaced slightly as shown, only the pixels around the circumference of the circle are affected. Therefore, we assert that only these outer pixels are statistically significant in finding the light spot's centroid.
The status of these pixels is unchanged by displacement.

![Diagram of Pixels affected by displacement](image)

The majority of image pixels contained in the feature are not statistically significant in the calculation of the feature's centroid.

**Fig. 4.** Overlapping images of a displaced image feature (circle) are shown. The majority of image pixels contained in the feature are not statistically significant in the calculation of the feature's centroid.

In the SCOPE calibration jigs, the imaged diameter of each light spot will be ~12 pixels. The discrete path length of the circumference (B. K. P. Horn, 1984) of each light spot is therefore ~48 pixels. Hence, in the current SCOPE design, the uncertainty of each centroid location will be about 1/7 of a pixel.

Once the world coordinates \((X_i, Y_i, Z_i)\) and the image coordinates \((R_i, C_i)\) of each light spot have been found, the column vectors \((L_a, L_b, L_c)\) of the camera model can then be calculated using the relationship:

\[
\begin{pmatrix}
X_1 & Y_1 & Z_1 & 1 & R_1 & C_1 & L_a & L_b & L_c \\
X_i & Y_i & Z_i & 1 & R_i & C_i \\
X_n & Y_n & Z_n & 1 & R_n & C_n \\
\end{pmatrix}
\]

\[
W = PL.
\]  

\(W\) is formed with row vectors of the light spots' world coordinates. \(P\) is formed by row vectors of the image coordinates of each light spot centroid. In the previous case, a simple linear model is shown. The row vectors of \(P\) were augmented to permit accurate modeling of the camera's perspective effect and distortions. Experiments were performed with several forms of augmentation. Vectors containing cross terms of the row \((r)\) and column \((c)\) proved to be most effective, for example,

\[
\begin{bmatrix}
1 & r & c & r^2 & c^2 & r^3 & c^3 & r^2c & r^2c^2
\end{bmatrix}
\]

Given \(n\) light spots and an augmented vector length of \(d\), the dimensionality of the elements in Eq. (2) becomes:

\[
\begin{align*}
W & (n \times 3) \\
P & (n \times d) \\
L & (d \times 3)
\end{align*}
\]

Hence, in general, \(P\) is not square, and the Moore-Penrose pseudoinverse (G. Strang, 1980) is useful for finding the camera model:

\[
L = (P^T P)^{-1} P^T W.
\]  

The \(P^T P\) matrix inversion has been accomplished via an LU decomposition followed by back substitution (G. Strang, 1980; W. H. Press, B. P. Flanner, S. A. Teukolsky, and W. T. Vetterling, 1988).

Two factors were found to affect the numerical performance of the pseudoinverse. The first was associated with the manipulation of matrices containing coefficients that span many orders of magnitude (P. A. Stark, 1970). By normalizing the image coordinates in \(P\) to the range \((0, 1)\), the span of coefficients in \(P^T P\) was reduced from 21 to 8 orders of magnitude.

The second factor affecting numerical performance was the location of the image origin. Early attempts that placed the origin at the center of the image proved to be disastrous when used with a regularly spaced grid of features on the calibration target. These numerical problems occur when the columns of \(P\) become nearly linearly dependent (P. A. Stark, 1970). In an arrangement with symmetric light spots about the origin and with high-order terms, the sign differences of the symmetric centroids vanish, and many of the terms in the \(P\) matrix become nearly identical. This situation leads to intolerable numerical problems even with a second-order camera model. A simple fix of placing the image origin in a corner destroyed the symmetry and eliminated this problem.
MODEL ANALYSIS

The accuracy of the camera model is evaluated using two methods. The first simply reprocesses the input data. The pixel location of each light spot is fed into the model, and the resulting three-dimensional location is compared to the original location on the calibration plane. This fitting error of the model is used as both a measure of numerical performance of the pseudoinverse and as a measure of the adequacy of the form of the camera model. A simple linear model,

\[
\begin{bmatrix} 1 & r & c \end{bmatrix}
\] (5)
yielded an average fit error of 0.56 pixels. The higher order model in Eq. (3) resulted in a much better average fit of 0.11 pixel. Gray-scale images were generated that describe the fit error across the field of view of the camera (see Fig. 5). The images contain gray blocks located at the position of each original data point. The gray scale of each block is mapped to the corresponding fit error for that data point. Lighter blocks can be seen nearer the periphery, thus indicating that the linear model chosen in this example was not capable of describing the radial distortion of the lens. Any positioning errors of the light spots are also revealed in this analysis.

A second type of analysis on the camera models has also been performed which finds the consistency across multiple models. The consistency of each pixel was mapped to a gray-scale value as an aid in revealing any patterns of errors that may exist in the models. Disagreements between models arose, for example, from misalignments during setup and from data entry errors.

An image produced by this analysis can be seen in Fig. 6. In this example one of the models had been derived using an (intentionally) rotated calibration target. The target had been rotated about the lower left corner. Figure 6 shows darker regions nearer the center of rotation which correspond to a better interplane agreement. The moment arm of the rotation was longest in the upper right corner, as is revealed by the brightest areas shown in Fig. 6.

To generate the image, the camera models were used to generate sets of points along each pixel’s sighting vector. The points (Xi, Yi, Zi) were first translated so as to be expressed with respect to their centroid. A best-fit line was then found that passed through the centroid and had a slope of \((dx/ds, dy/ds, dz/ds)\), where \(ds\) represents an incremental distance along the line. The vector of slopes was found using
The elements of $S$ are scalars formed by the product of $Si*Ki$, where $Si$ is the distance from the $ith$ point to the centroid and $Ki$ is $\pm 1$ depending on the location of the point relative to the centroid. The vector of slopes is found via the pseudo inverse:

$$M = (S^T S)^{-1} S^T P.$$  \hspace{1cm} (7)

A scalar measure of the model consistency was found by summing the absolute values of an error matrix, $E$:

$$E = P - SM.$$  \hspace{1cm} (8)

The scalar was then mapped to a gray-scale value.

**CONCLUSION**

The method of Two Planes for camera calibration has proven to be accurate. Two analysis techniques have been developed which provide a verification of the camera models. The in situ approach to calibration and analysis permits camera calibration to be performed in a hazardous environment without hardware decontamination.

---

**Fig. 6. Interplane analysis of camera models.**
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